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● My name is Srimugunthan

● Data Scientist @ Verizon AI&D

● 12+ years of  experience with 8 years of  experience 

in Big data analytics

● Interest in Experimentation and causal inference, 

Recommender systems, reinforcement learning



● Introduction to Design of  experiments

● Steps to A/B Test Design

● Demo and Example of  A/B testing

● A/B testing Pitfalls
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Design of experiments –
Introduction



• Randomized control trials originally 

prevalent with research is now used for  

Marketing campaigns. Conversion 

optimization, Startups, drug trials etc

• Google finds 10% of  these experiments 

have positive results

• “Given a 10 percent chance of  a 100 

times payoff  you should take that bet 

every time” – from Amazon SEC filing

• 10000 experiment rule of  scaled 

experimentation Amazon, Booking.com, 

Facebook, and Google—each conduct 

more than 10,000 online controlled 

experiments annually
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https://hbr.org/2017/09/the-surprising-power-of-online-experiments

Book, “Trustworthy online controlled experiments” –Rohnny kohavi

A simple UI experiment in Microsoft Bing that 

resulted in 100M$/Y

Motivation: Why experiments?

https://hbr.org/2017/09/the-surprising-power-of-online-experiments


● how researcher goes about finding answer to the research 

question
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Research study design

Quantitative study
Qualitative study

Content analysis

Case study
Ethnographic study
Field study

Historical research study
Ex Post facto analysis
.. etc

Experimental Non- experimental

Observational study

Correllational study
Cohort study
Longitudinal study

Cross sectional study..
etc

One-shot case study

Randomized block design
Quazi-experimental designs
.. etc

Research Study design
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* Bias

Systematic reviews

Randomised control trials

Non randomized control trials

Observational studies

Expert opinion

Case studies, case reports

* Quality of research evidence
* Reliability
* Validity

Evidence pyramid
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● What is an experiment?

○ the process of examining the truth of a 
hypothesis, relating to a research question.

● Origins of Experiment design: 

○ Pioneered by Fischer in 1920s when studying 
agricultural yield 

● Experimental design

○ Error of an experiment can be reduced by 
careful design

○ Good experimental design Increases 

reliability of the experiment
● Co-variate: Confounding/extraneous variables
● Internal validity: ability to strictly control for 

confounding variables and avoid selection bias.
● External validity: Applicability of inference to 

population and time period different from the 

experiment

Experiment and causal inference

STATE1 STATE2influenced by 
internal factors 
X1, X2, X3

Causal inference: State2 is caused from state1 because of  factors X1, X2..

Example: Increase in agricultural yield is caused by the use of nitrogen 
fertilizer

Process/System 

Influencing external factors Y1, Y2, Y3
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Experimental design : Principles

Three principles of experiment design

1. Principle of Replication
Treatment is applied to many 

experimental units

2. Principle of 

Randomization
the allocation of treatment to 

experimental units at random to 

avoid any bias in the 

experiment . Errors are 

independently distributed

3. Principle of local control 

or blocking
arrangement of experimental 

units into groups (blocks) 

consisting of units that are 

similar to one anotherKey question: “Did the treatment exert a causal effect?”
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Different possible experimental designs

Before and After without control

Randomized block design

Random replicated design

Before and 
After with 
control

https://sites.google.com/site/experimentaldesignandanaly/what-is-experiment/important-experimental-designs

https://sites.google.com/site/experimentaldesignandanaly/what-is-experiment/important-experimental-designs
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Randomized control design

• A/B testing  popularity due to simplicity 
• Control group: minimizing the effect of all variables except the impact of the variable in the treatment .
• Stable Unit Treatment Value Assumption, SUTVA. It states that the treatment and control units don't 

interact with each other; otherwise, the interference leads to biased estimates
• High internal validity: Achieves co-variate balance in average
• Sometimes Extended with blocking 

https://towardsdatascience.com/randomization-blocking-and-re-randomization-f0e3ab4d79ca

Randomly 
selected

Sample Randomly
Assigned

Population

Treatment group

Control group

https://towardsdatascience.com/randomization-blocking-and-re-randomization-f0e3ab4d79ca


Steps to Designing A/B test
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Experiment design Questions:

• What are the metrics you want to optimize? What is the overall evaluation 
criterion?

• What is your hypothesis?

• How safe and ethical is the experiment?

• What is the population you want to target against?

• What is the unit of randomization ?

• How may variants you might need?

• Are there any interference between control and treatment group?

• How large will the experiment?

• How long do we have to run the experiment?

• How do you split the traffic? Does this experiment need to share traffic with 
other experiments?

• How are you accounting for novelty effect of a change?

• When do you run the experiment?

Choose metric-of-interest and Overall 
evaluation criterion. 

Choose unit of randomization

Setup the hypothesis

Compute sample size and test duration 
through power analysis

Run test and Analyse results 
followed by decision

Designing A/B Test
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• What are the 
success metrics?

• Different types 
of metrics

• Engagement metrics

• Guardrail metrics
• Invariant metrics

• Combine metrics to 
Overall Evaluation 
criterion

Step1: Overall evaluation criterion

North star metrics. Strategic to whole company

Product KPI metrics

Guard rail metrics

Operational metrics

Micro metrics
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• Choice of randomization unit
• Page level
• Session level
• User level

• Randomisation unit same or coarser than unit required for metrics
• User level randomisation for metric like revenue per user

Step2: choose randomization unit
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Step3: Setup the hypothesis

https://towardsdatascience.com/a-b-testing-a-complete-guide-to-statistical-testing-e3f1db140499

https://towardsdatascience.com/simple-and-complet-guide-to-a-b-testing-c34154d0ce5a

• Set the null and alternate hypothesis
• Null hypothesis: change has no effect
• Alternate hypothesis: change has an effect

• Decide on parameters
• Minimum detectable effect
• Statistical significance level

• Pick a statistical test . The choice of test depends on
• Probability density function of Metric-of-choice
• Sample size
• Nature of the hypothesis

https://towardsdatascience.com/simple-and-complet-guide-to-a-b-testing-c34154d0ce5a
https://towardsdatascience.com/simple-and-complet-guide-to-a-b-testing-c34154d0ce5a
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▷ Type1 error: concluding significant difference 
between treatment and control  when 
actually there is no difference

▷ Type2 error: concluding no significant 
difference when actually there is

▷ Statistical power, or the power of a 
hypothesis test is the probability that the test 
correctly rejects the null hypothesis. The 
higher the statistical power for a given 
experiment, the lower the probability of 
making a Type II (false negative) error.

▷ Low Statistical Power: Large risk of 
committing Type II errors, e.g. a false 
negative.

▷ High Statistical Power: Small risk of 
committing Type II errors.

Sample Size. The number of observations in the sample.

Significance level Alpha value (𝛼) - . The significance level 
used in the statistical test, e.g. alpha. Often set to 5% or 0.05.

Effect. The difference in OECs for the variants, i.e. the mean of the 
Treatment minus the mean of the Control. How big of a difference 

we expect there to be between the Target metric

Power analysis: determine the sample size to achieve a certain 
statistical power

Step4: Power analysis

Significance 
level (alpha)

Sample size

Power (1-
Beta)

Effect size
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Step5: Go/No-go Decision

Compare Confidence Interval and compare its lower bound to 
the MDE .
if the lower bound of CI is larger than the MDE (delta), then 
you can state that you have a practical significance. For 
example, if the CI = [5%, 7.5%] and the MDE = 3% then you can 
conclude to have a practical significance since 5% > 3%.

LAUNCH

Change has no impact. Iterate or abandon

No practical significance. No launch

No statistical significance. Test 
again

Repeat test with greater power

Repeat test with greater 
power, but can launch



Demo and example of A/B test
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A/B test example:  conversion on landing page

https://www.kaggle.com/datasets/zhangluyuan/ab-testing
https://towardsdatascience.com/ab-testing-with-python-e5964dd66143

Assume a medium-sized online e-
commerce business.

A new version of the landing page is 
available which promises higher 
conversion rate

The current conversion rate is 
about 13% on average throughout the 
year

an increase of 2% is targeted

https://www.kaggle.com/datasets/zhangluyuan/ab-testing
https://towardsdatascience.com/ab-testing-with-python-e5964dd66143
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Demo



A/B test pitfalls



1. A/A Testing Ignored

2. Peeking: Continuous Monitoring of the experiment in fixed sample size testing

3. Random Split on the entire user base is not truly random on power users

4. Some users exposed to both treatment /control

5. Contamination / Spillover effect b/w control and treatment

6. Multiple Testing Problem

7. Simpson's paradox - A/B test on a subset population shows a different trend 

post full release

8. Novelty and Primacy Effect Ignored

9. Survivorship bias and Selection bias

Not possible to conduct an A/B test if 

▪ It is not possible to randomize

▪ Not enough time to run the experiment

▪ Not enough samples

▪ No control

PITFALLS

LIMITATIONS

A/B testing Limitations and Pitfalls

A/B testing pitfalls: https://www.linkedin.com/pulse/ab-testing-netflix-uber-pinterest-google-linkedin-spotify-uppal/

https://www.linkedin.com/pulse/ab-testing-netflix-uber-pinterest-google-linkedin-spotify-uppal/


Pitfall1: Early stopping/Peeking

Continuing one more iteration as p value is slightly close to 0.05
Stopping the experiment when p value less than 0.05

https://www.lucidchart.com/blog/the-fatal-flaw-of-ab-tests-peeking

▷ Continuously monitor 
p-value until 
significance threshold

▷ Solution: commit to 
the experiment 
parameters calculated 
before test. 

https://www.lucidchart.com/blog/the-fatal-flaw-of-ab-tests-peeking


▪ Violation of SUTVA. (Stable 
Unit Treatment Value 
Assumption): one unit’s 
action does not interfere with 
another one.

▪ Interference of treatment and 
control

▪ Example: A new messaging UI 
with a target metric of Time-
spent on chatting

Pitfall2: Interference/Spillover effect

https://jean.pouget-abadie.com/sutva.html
https://medium.com/analytics-vidhya/network-effects-a95c42c10ff2

https://jean.pouget-abadie.com/sutva.html
https://medium.com/analytics-vidhya/network-effects-a95c42c10ff2


Pitfall3: Sample ratio mismatch

▪ Actual traffic allocation 
!= Expected traffic 
allocation

▪ Caused due to any 
reason:

▪ Poor randomization

▪ Buggy 
implementation

▪ User behavior and 
time-of-day effect

Expected

Actual

https://towardsdatascience.com/the-essential-guide-to-sample-ratio-mismatch-for-your-a-b-tests-

96a4db81d7a4

https://towardsdatascience.com/the-essential-guide-to-sample-ratio-mismatch-for-your-a-b-tests-96a4db81d7a4
https://towardsdatascience.com/the-essential-guide-to-sample-ratio-mismatch-for-your-a-b-tests-96a4db81d7a4


▷ Simpson’s Paradox is a statistical phenomenon that a trend appears in 
the combined data, but disappears or reverses when the data are 
partitioned into several different groups

▷ Example:

https://medium.com/swlh/how-simpsons-paradox-could-impact-a-b-tests-4d00a95b989b

Pitfall4: Simpson’s paradox

https://medium.com/swlh/how-simpsons-paradox-could-impact-a-b-tests-4d00a95b989b


▷ Music sales product (not established). 

▷ Impressions and purchases

▷ A/b test : how track details are 
displayed. should it be [Artist Title 
BPM] or [BPM Artist Title]

https://www.unofficialgoogledatascience.com/2019/04/misadventures-in-experiments-for-growth.html

Pitfall5: Current base not reflecting target

https://www.unofficialgoogledatascience.com/2019/04/misadventures-in-experiments-for-growth.html


That’s it!. 
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Thanks

https://docs.goo
gle.com/forms/d
/1Z7n9y6lLMIsqF
gC41ev3shAKtxm
8ZDZ5otEud8pgi
BA/

Give session feedback
Linkedin connect

https://www.lin
kedin.com/in/sri
mugunthan-
dhandapani/

https://docs.google.com/forms/d/1Z7n9y6lLMIsqFgC41ev3shAKtxm8ZDZ5otEud8pgiBA/
https://docs.google.com/forms/d/1Z7n9y6lLMIsqFgC41ev3shAKtxm8ZDZ5otEud8pgiBA/
https://docs.google.com/forms/d/1Z7n9y6lLMIsqFgC41ev3shAKtxm8ZDZ5otEud8pgiBA/
https://docs.google.com/forms/d/1Z7n9y6lLMIsqFgC41ev3shAKtxm8ZDZ5otEud8pgiBA/
https://docs.google.com/forms/d/1Z7n9y6lLMIsqFgC41ev3shAKtxm8ZDZ5otEud8pgiBA/
https://docs.google.com/forms/d/1Z7n9y6lLMIsqFgC41ev3shAKtxm8ZDZ5otEud8pgiBA/
https://www.linkedin.com/in/srimugunthan-dhandapani/
https://www.linkedin.com/in/srimugunthan-dhandapani/
https://www.linkedin.com/in/srimugunthan-dhandapani/
https://www.linkedin.com/in/srimugunthan-dhandapani/


Appendix 
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Co-variate

effect

control

treatment

extraneous variable

internal validity and external validity

confounding

randomization unit

interference

Stable unit Treatment value assumption

Blocking 

Factor

Experimental design terminology

interaction effect

overlapping experiments

Variance

Orthogonality

Experiment error

Variant

sampling variability

Counterfactual

selection bias

Variance reduction


